Most analysts believe that Hurricanes Katrina and Rita—for all their terrible effects on coastal communities in Louisiana, Mississippi, Texas and Alabama—will have no major lasting impact on overall U.S. economic activity. In its September policy statement, the Federal Reserve System’s Federal Open Market Committee, while acknowledging Katrina’s possible near-term adverse effect on spending, production and employment, argued that hurricane-related disruptions and uncertainties “do not pose a more persistent threat.”

(Continued on page 9)
This article discusses the factors driving recent trends in labor force participation. Given that participation rates started to turn around in 2005, there is less concern about long-run trends than there was in the beginning of the year. Nonetheless, the experience in recent years has been unusual. We focus on how gender, age and education groups have fared in the recent past and discuss the role of cyclical variation versus long-term trends in participation among these groups.

The Recent Decline in Labor Force Participation

Chart 1 illustrates the recent decline in the labor force participation rate. The rate fell from its peak of 67.3 percent in first quarter 2000 to a low of 65.8 percent in first quarter 2005. Since then, participation has risen slightly, reaching 66.2 percent in the third quarter. The 1.5 percentage point drop between the peak in 2000 and the trough in 2005 stemmed from the fact that the adult civilian population rose faster than the labor force. The labor force rose by 5.9 million workers over this period, or 3.8 percent (the U.S. labor force currently stands at about 150 million workers). In contrast, the adult civilian population grew by 13.5 million, or 5.9 percent.

Table 1 breaks down this change in the overall labor force participation rate for gender, age and education categories. Within each category, the groups are weighted by their share of the adult population so that the sum of the groups’ differences over time equals the total change in participation for that category. Note that negative numbers in the “total change” row do not necessarily mean that the participation rate fell for that group. To illustrate this point, the total change is decomposed into two parts: (1) the difference in labor force participation that is due to an increase or decrease in the group’s share of the adult population, and (2) the difference due to a change in the group’s propensity to participate in the labor force.

For example, as Table 1 shows, males and females contributed equally to the decline in participation between the peak and trough periods (both subgroups contributed about –0.7 percentage point). Over this period, however, men increased as a share of the adult population, while women decreased. Hence, the population component is positive for men (0.2) and negative for women (–0.2). The decomposition further shows that holding population shares constant, participation rates fell more for men (–1.0) than for women (–0.6).

By age category, young workers (ages 16 to 24) and prime-age workers...
changes in labor force participation rates.

Cyclical Factors by Group

Among education groups, contributions to the participation rate were negative for all groups except college graduates. Weighted participation fell the most for high school graduates (−1.3 percentage points), followed by individuals who lack a high school diploma (−0.3) and those with some college but no bachelor’s degree (−0.1). Despite the positive contribution of college graduates to the total change in labor force participation rate (1.0), the participation rates among college graduates actually fell in this period by 0.5 percentage point. College graduates’ contribution was positive because they grew as a share of the adult population.

Cyclical Factors by Group

Both cyclical (temporary) and long-term (permanent) factors influence the changes in labor force participation rates illustrated in Table 1. First, let us consider the cyclical component. The 2001 recession and the jobless recovery that followed led to a lower demand for labor, which in turn resulted in layoffs, higher unemployment and lower real wage growth relative to the late 1990s. These cyclical developments are partly to blame for some individuals’ exit from the labor force during the post-2000 period and affected some groups more than others. Aside from different demand-side factors influencing group behavior, such as a disproportionate effect of the recession on skilled workers in information technology, the groups identified in Table 1 are also characterized by different supply-side sensitivities to cyclical changes.

To better illustrate each group’s sensitivity to the business cycle, Table 2 shows simple correlations of quarterly real gross domestic product (GDP) with leads and lags of the labor force participation rate. To isolate the cyclical component of output and participation, the trends are removed from the logs of GDP and labor force participation rate before taking the correlation.3 In addition, the standard deviation (volatility) of each group’s labor force participation rate is noted. The data cover first quarter 1948 through first quarter 2005, except for the education groups, which are annual observations from 1970 through 2004.4

While employment is typically a coincident indicator, meaning it changes simultaneously with economic output, the unemployment rate is a lagging indicator, meaning it changes after output has changed. Given that labor force participation is a combination of employment and unemployment, we would expect it to be a slightly lagging indicator. This means that changes in GDP today should be more highly correlated with participation rates in the near future than on current or past participation rates. We also expect participation rates to be pro-cyclical, or positively correlated with economic output, as economic expansions are characterized by greater labor demand.

As seen in Table 2, workers who traditionally have had less attachment to the labor force—women, young workers, older workers and high school dropouts—have more volatile labor force participation in general. Standard deviations, shown in the first column, are much higher for these groups as compared with males and prime-age workers, for example, and correlations with GDP are lower. Males’ labor force participation rates are less volatile and more closely correlated with economic output; the largest correlation coefficients are between 0.42 and 0.47 in the three quarters following a change in GDP. Female participation rates, on the other hand, have a maximum correlation with GDP of about 0.31 after three quarters. Table 2 therefore suggests that participation rates are pro-cyclical—positively correlated with

### Table 2

<table>
<thead>
<tr>
<th>Volatility (percent standard deviation)</th>
<th>4-period lead</th>
<th>3-period lead</th>
<th>2-period lead</th>
<th>1-period lead</th>
<th>Contemporaneous</th>
<th>1-period lag</th>
<th>2-period lag</th>
<th>3-period lag</th>
<th>4-period lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labor force participation rate for:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>.39</td>
<td>.00</td>
<td>.04</td>
<td>.10</td>
<td>.18</td>
<td>.26</td>
<td>.35</td>
<td>.36</td>
<td>.38</td>
</tr>
<tr>
<td>Male</td>
<td>.30</td>
<td>−.02</td>
<td>.05</td>
<td>.11</td>
<td>.19</td>
<td>.29</td>
<td>.42</td>
<td>.45</td>
<td>.47</td>
</tr>
<tr>
<td>Female</td>
<td>.76</td>
<td>0</td>
<td>.02</td>
<td>.08</td>
<td>.16</td>
<td>.23</td>
<td>.29</td>
<td>.29</td>
<td>.31</td>
</tr>
<tr>
<td>16–24</td>
<td>1.13</td>
<td>.04</td>
<td>.09</td>
<td>.17</td>
<td>.25</td>
<td>.34</td>
<td>.40</td>
<td>.38</td>
<td>.35</td>
</tr>
<tr>
<td>25–54</td>
<td>.27</td>
<td>−.06</td>
<td>−.07</td>
<td>−.05</td>
<td>.07</td>
<td>.19</td>
<td>.30</td>
<td>.32</td>
<td>.39</td>
</tr>
<tr>
<td>55+</td>
<td>.85</td>
<td>.04</td>
<td>.09</td>
<td>.09</td>
<td>.05</td>
<td>−.02</td>
<td>−.01</td>
<td>−.02</td>
<td>.01</td>
</tr>
<tr>
<td>Less than high school</td>
<td>1.27</td>
<td>−.30</td>
<td>−.07</td>
<td>.13</td>
<td>.14</td>
<td>.23</td>
<td>.35</td>
<td>.26</td>
<td>.09</td>
</tr>
<tr>
<td>High school, no college</td>
<td>.76</td>
<td>−.29</td>
<td>−.28</td>
<td>−.30</td>
<td>−.11</td>
<td>.24</td>
<td>.39</td>
<td>.31</td>
<td>.11</td>
</tr>
<tr>
<td>Some college</td>
<td>.86</td>
<td>−.23</td>
<td>−.13</td>
<td>−.07</td>
<td>.15</td>
<td>.35</td>
<td>.22</td>
<td>.17</td>
<td>−.10</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>.36</td>
<td>0.03</td>
<td>.12</td>
<td>.14</td>
<td>−.13</td>
<td>−.14</td>
<td>.01</td>
<td>.01</td>
<td>.15</td>
</tr>
</tbody>
</table>

NOTES: All data (except the education groups) are seasonally adjusted, quarterly, span 1948:Q1–2005:Q1 and are correlated with quarterly GDP data. Data by education groups are annual, span 1970–2004 and are correlated with annual GDP data. The maximum correlation between labor force participation and GDP is in bold type for each group.

SOURCES: Bureau of Labor Statistics; Bureau of Economic Analysis; Haver Analytics; authors’ calculations.
economic output—and that the strongest correlation for males and females is between GDP today and participation two and three quarters from today. This supports the contention above that labor force participation decisions respond to changes in economic output with a slight lag.

Among the age groups, the highest correlations with economic output are among the young and prime-age workers. Interestingly, the participation behavior of older workers is essentially uncorrelated with GDP (the correlation coefficients are close to zero). This suggests that structural or long-term factors, rather than cyclical or temporary changes, drive the work decisions of older people.

Young workers have participation decisions that are the most correlated with GDP after a one-quarter lag (0.4), while prime-age workers have a maximum correlation with output after a three- and four-quarter lag (0.39 and 0.4, respectively). The responsiveness of youth to changing labor market conditions reflects both the types of jobs they take and their financial dependence on their parents. Generally, younger, less-experienced and less-skilled workers take entry-level jobs characterized by high turnover (quick hiring and firing). In addition, given that about half of youths ages 16 to 24 are enrolled in school and many are financially dependent on their parents, one would expect their participation behavior to be more elastic. They have the luxury of working more in good times and less in bad times to a greater extent than older workers, including their parents.

The evidence on the cyclicality of the education groups is also interesting. With the exception of the college-educated, each education group demonstrates significant pro-cyclical participation behavior with maximum correlation coefficients at or above 0.35 occurring in the same year or with a one-year lag of GDP. The education data are annual (not quarterly as above) and cover workers ages 25 to 64. The results seem to suggest that college-educated individuals are both less responsive to business cycles and have less volatile participation behavior generally. This finding is sensitive to the time period selected, however.5

Long-Term Trends by Group

As mentioned above, both short- and long-term factors feed into the changes in labor force participation. For groups with highly cyclical participation behavior, short-term factors have been important in driving rates down in the recent past and driving rates up so far this year. Other groups have been largely unaffected by cyclical changes. In this section, we discuss long-run trends in labor force participation by age, gender and education categories. These trends also shed light on how participation rates are likely to evolve in the future.

Participation by Age. Chart 2 shows

The results seem to suggest that college-educated individuals are both less responsive to business cycles and have less volatile participation behavior generally.
labor force participation rates by age group since 1948. Declining participation rates among youth is a long-term trend, ongoing since the late 1980s. The decline has seemingly intensified in and around recession years, in 1990 and again post-2000, for example. The opposite trend holds for mature workers. After bottoming out in 1993, participation rates for older individuals have steadily increased. Prime-age workers (ages 25 to 54), meanwhile, make up the bulk of the workforce and have experienced a leveling off in rates. After rapid increases in rates in the 1970s and mid-1980s, labor force participation among prime-age workers stabilized in the 1990s, rising very slowly to a peak in 2000. Post-2000, there has been a slight decline in participation among this group.

Another striking change in Chart 2 is the upturn in market participation among the 55 and over group. The increase followed almost a decade of flat participation rates among this group. What caused it? Research suggests that the rise in the labor force participation rate of older workers is due to a combination of factors. These include longer-term changes such as healthier and longer life spans, the decline in defined-benefit pension plans, changes to Social Security benefit rules, and the increased cost of health care.

For a given age, older individuals today are healthier than they have been historically. People also live longer, making them more able to work and increasing their need for income in retirement. Life expectancy at birth was 77.3 years in 2002, compared with 49.2 years in 1900. Conditional life expectancy has also increased dramatically. Whereas a 55-year-old in 1900 could expect to live an additional 17.9 years, a 55-year-old in 2002 could expect to live an additional 26.1 years.

The decline in defined-benefit plans and rise in defined-contribution plans are also contributing to keeping older workers in the labor force. One study found that defined-contribution plans have postponed retirement by two years on average. As Chart 4 shows, the share of workers covered by defined-benefit plans has been falling, while the incidence of defined-contribution plans, such as 401(k) plans, has been rising. Defined-benefit plans often discourage additional work because such plans provide a fixed monthly payment once a worker reaches a certain combination of age and on-the-job tenure. Defined-contribution plans, on the other hand, are more flexible. They are not characterized by age and experience-based cutoffs (except an initial period required for vesting), and workers who continue on the job accumulate more retirement savings.

In addition, several changes to Social
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**Chart 3**

**Labor Force Participation Rate by School Enrollment Status**

(16- to 24-year-olds)

- **Enrolled in school**
- **Not enrolled in school**

- **Percent**
  - **1985**
  - **1987**
  - **1989**
  - **1991**
  - **1993**
  - **1995**
  - **1997**
  - **1999**
  - **2001**
  - **2003**

**NOTE:** Data are seasonally adjusted.

**SOURCES:** Bureau of Labor Statistics; Haver Analytics.
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**Chart 4**

**Percent of Private Industry Workers Participating in Retirement Plans**

- **All plans**
- **Defined contribution**
- **Defined benefit**

- **Percent**
  - **1990–1991**
  - **1991–1992**
  - **1992–1993**
  - **1993–1994**
  - **1994–1995**
  - **1996–1997**
  - **1998**
  - **2000**
  - **2003**

**NOTE:** Some workers have both defined-benefit and defined-contribution plans. Thus, the figures for all plans are less than the sum of defined-benefit and defined-contribution plans.

Security encourage the elderly to work longer. For example, Social Security recipients who work past the normal retirement age can now receive full benefits. Another factor cited in the rise in labor force participation among older workers is increasing health care costs. The need to cover higher out-of-pocket medical expenses and the desire for employer-based health insurance are two important factors tying older workers to the labor force to a greater extent than in the past.

Participation by Gender. Long-run changes in the prime-age population’s participation behavior have been primarily driven by dramatic changes in female labor force participation since the 1950s. As Chart 5 illustrates, the labor force participation rate of men has been declining steadily since 1948. But changes for prime-age men have been small, with labor force participation falling by about 7 percentage points over 50 years. Prime-age female labor force participation, in contrast, has risen by about 40 percentage points in the past 50 years.

The long-term trends in female participation rates are familiar topics in the literature. Demographic changes affecting labor supply, such as fewer children, delayed marriage, higher divorce rates, more education and aging of the baby boomers, drove women into the labor market in the 1970s and 1980s. One study suggests demographic changes such as these accounted for 46 percent of the change in labor force participation rates of prime-age women between 1970 and 1985. The rest of the change was due to the rising propensity to participate, a change that could have been driven more directly by demand-side factors such as rising wage rates and increasing acceptance of women in the workplace.

Additional explanations have been offered for the expansion of the female labor force. One of them is technological innovation, such as the microwave oven and the dishwasher. Household inventions dramatically reduced the number of hours needed to complete household chores and freed up time to be spent on other activities, such as work outside the home. The advent of the birth control pill and other forms of modern contraception allowed women to exercise more control over the timing and size of their family.

The recent downturn in women’s labor force participation rate has surprised many. Prime-age female labor force participation rates slid from their peak of 76.8 percent in 1999 to 75.1 percent in first quarter 2005. This is an unprecedented fall in the prime-age female participation rate in the post-World War II era (since the first quarter of 2005, prime-age female participation has risen slightly from 75.1 percent to 75.4 percent). It bears noting, however, that the pace of increase in female participation rates has been slowing since the mid-1980s. According to a recent Federal Reserve Bank of Boston paper, the decline in rates has been concentrated among college-educated women, both married and unmarried. Declines have been largest for college-educated, married women who have children under age

<table>
<thead>
<tr>
<th>Chart 5</th>
<th>Labor Force Participation Rate by Gender (25- to 54-year-olds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent</td>
<td>100 95 Girl 90 85 80 75 70 65 60 55 50 45 40 35 30 25 20 15 10 5 0</td>
</tr>
<tr>
<td>Male</td>
<td>100 95 90 85 80 75 70 65 60 55 50 45 40 35 30 25 20 15 10 5 0</td>
</tr>
</tbody>
</table>

NOTE: Annual observations except for 2005, for which seasonally adjusted quarterly data are plotted.

<table>
<thead>
<tr>
<th>Chart 6</th>
<th>Labor Force Participation Rate by Educational Attainment (25- to 64-year-olds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent</td>
<td>100 95 90 85 80 75 70 65 60 55</td>
</tr>
<tr>
<td>College graduate</td>
<td>100 95 90 85 80 75 70 65 60 55</td>
</tr>
<tr>
<td>Some college, less than bachelor's degree</td>
<td>100 95 90 85 80 75 70 65 60 55</td>
</tr>
<tr>
<td>High school graduate, no college</td>
<td>100 95 90 85 80 75 70 65 60 55</td>
</tr>
<tr>
<td>Less than high school diploma</td>
<td>100 95 90 85 80 75 70 65 60 55</td>
</tr>
</tbody>
</table>

Historically, the Texas labor force participation rate has been higher than the U.S. rate (Chart 1). Over the past 20 years, the average participation rate in Texas is 68.6 percent, compared with the U.S. average of 66.4 percent. Several factors contribute to this difference.

Texas has a higher employment-to-population ratio, meaning a larger share of the adult population is employed. This is due to differences both in Texas’ demographic composition and a higher propensity of the Texas population to work. With regard to demographics, Texas has larger population shares of the age groups that are characterized by higher participation rates, such as prime-age individuals 25 to 54. At the same time, Texas has fewer older people—a portion of the population that is typically not employed. For example, in 2004, 25 percent of the adult civilian population in Texas was over the age of 54, while in the United States 28.5 percent was. Some of the differences in the labor force participation rates are also explained by the foreign-born share of the population. Texas has a greater percentage of foreign-born residents, and foreign-born men are characterized by higher labor force participation rates than U.S.-born men. Undocumented foreign-born men in particular have very high labor force participation rates.1

In addition to demographic differences, institutional differences help to explain higher labor force participation rates in Texas. Texas does not have a state income tax. It also has less generous safety net programs relative to the other large states. As a result, there are greater incentives in Texas to participate in the labor force than there are in many other states.

Chart 1 also shows that the difference between Texas and U.S. participation rates has been shrinking over time. The main reason for the convergence is a long-run decline in the state’s female labor force participation rate. Chart 2 shows relative labor force participation rates by gender—the Texas labor force participation rate divided by the U.S. rate and multiplied by 100. An observation above the 100-line indicates a higher participation rate in Texas, while an observation below the 100-line indicates a lower rate. The relative male labor force participation rate has been roughly constant over time, remaining well above the 100-line. The relative female labor force participation rate has declined significantly over the past two decades and fell below the 100-line in 2000. In 2004, the female labor force participation rate in Texas was about 2 percent lower than the U.S. rate.

—Anna L. Berman

Note
changing preferences for work. More than anything else, however, research seems to point to “unexplained factors” driving down female labor force participation in recent years. In other words, this phenomenon is not well understood.

**Participation by Education Level.** One concern with falling participation rates is that the trend may reflect reduced job market opportunity for vulnerable workers, such as those with lower education levels and hence, lower incomes and less wealth. The evidence does not seem consistent with an exodus of the least-skilled workers from the labor force (Chart 6). In fact, labor force participation rates have risen among individuals ages 25 to 64 who lack a high school diploma—from 58.3 percent in 1994 to 63.2 percent in 2004. All other education groups have experienced declines, and the higher the education level, the greater the decline. The largest decline—2.8 percentage points since 1995—is among individuals with a college degree or higher. Individuals with some college education but without a college degree had a decline of 2.5 percentage points from their 1996 peak. High school graduates with no college have posted a reduction of 2.4 percentage points since 1997.

Latin American immigrants are an important reason that participation rates are rising among people who lack a high school diploma. Less-educated immigrants have higher participation rates than similarly educated U.S. natives and currently make up all the growth in the low-skilled labor force, pushing up this group’s participation rates over time.

**Conclusion**

Over the past half century or so, labor force participation rates have tended to be pro-cyclical, with a slight lag. That is, labor force participation tends to increase following increases in economic activity. However, when we look at the cyclical behavior of participation rates by gender, age group and educational attainment, we see noticeable differences. For example, the participation rates of men tend to be less volatile and more pro-cyclical than the participation rates of women. Likewise, the participation rates of the young tend to be more volatile and pro-cyclical than those of the elderly.

Cyclical movements in participation rates occur against a backdrop of longer term trends. The trend toward greater female labor force participation has been going on for several decades and has been well documented and widely studied. As more women have entered the labor force, men have tended to leave, with the net effect being that participation rates for prime-age workers have been rising for the past several decades, albeit at a slower rate over time. More recently, these increases have ceased altogether.

Outside of the prime-age groups, participation rates have displayed different trends in recent decades, with younger workers dropping out of the labor force and older workers joining it. The trend toward greater labor force participation by older workers dates from the early 1990s. Because there appears to be remarkably little variation in this group’s participation rate over the business cycle, we are probably seeing a trend driven by longer term forces. Likely candidates are increased life expectancy and changes in pension arrangements.

—Helen McEwen
Pia Orrenius
Mark Wynne

McEwen is an economic analyst, Orrenius a senior economist and Wynne a senior economist and vice president in the Research Department of the Federal Reserve Bank of Dallas.

**Notes**

The authors thank Dallas Fed economic analyst Anna Berman for contributing the box on Texas trends.

1. The adult population in this context refers specifically to the civilian, noninstitutionalized population ages 16 and over.
2. This is partly because conventional output measures, such as GDP, do not include the value of unpaid work, such as household production. It should also be noted that a decline in the participation rate will not necessarily affect aggregate production if the number of hours worked rises among those who remain employed. Similarly, labor force participation can rise or fall with changes in unemployment even if the number of employed workers does not change. Again, output would be unaffected.
4. In contrast to Table 1, we use annual observations for the education groups. The quarterly time series for participation by education groups starts in 1992. Annual labor force participation rates by education are for the adult civilian noninstitutionalized population ages 25 to 64. Quarterly labor force participation rates by education are for the same population ages 25 and up, while all other participation rates are for the same population but include everyone 16 and above.
5. We also ran the correlations of GDP with education groups on quarterly data from 1992 to 2005. The results showed a pro-cyclical correlation of GDP with two-period leads and lags of the participation rates of people with college degrees. The other education groups, however, were either weakly pro-cyclical (those with some college but no degree) or countercyclical, as in the case of high school graduates.
8. See “Program Report: The Economics of Aging,” by David A. Wise, NBER Reporter, Summer 2003, for papers referring to these issues (available at www.nber.org/aging.html).
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This article presents recession probabilities calculated from two different economic forecasting models and uses them to get a sense of the economy’s pre- and poststorm strength. The models are very different. The first relies exclusively on the slope of the Treasury yield curve (the difference between the yields on long- and short-term Treasury securities). The second relies on a new measure of oil-supply shocks and on financial indicators other than the yield curve. Both models suggest that the likelihood of continued positive real output growth was high pre-Katrina and that it remains high today.

The Yield Curve and the Probability of Recession

The Yield Curve. The Treasury yield curve shows how the yield on Treasury securities varies with time to maturity. Chart 1, for example, shows yield curves for May 2004, just before the Federal Reserve began raising short-term interest rates, and for August and October 2005. With long-term interest rates drifting generally lower and short-term rates up 300 basis points, the yield curve has flattened sharply over the current policy-tightening cycle. This flattening is a source of concern because there is evidence the yield curve has forecasting power for real economic growth and because an inverted yield curve—which occurs when short-term interest rates exceed long-term rates—has proven to be a reliable recession indicator.1 (See the box titled “The Yield Curve as an Economic Indicator.”)

The 10-year minus one-year spread, for example, has turned negative prior to each of the past eight recessions, while giving only one false signal (Chart 2). As of August 2005, the spread was 39 basis points—less than one-third its average value for the past 25 years (127 basis points) and less than half its average value for the past 50 years (82 basis points). In October 2005, the spread narrowed further, to 28 basis points.

The Neftçi Method. We have seen that an inverted yield curve has often—but not always—suggested that an economic recession is imminent. Salih Neftçi developed a procedure that can be used to attach a numerical value to the probability of an upcoming recession, based on the yield curve’s behavior.2 To begin, we construct a leading-indicator series that is the cumulative sum of 10-year minus one-year yield-curve spreads. This series obviously increases when the yield spread is positive and decreases when it is negative.3 To say the yield
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An inverted yield curve has often—but not always—signaled that an economic recession is imminent.

curve has inverted prior to every recession is equivalent to saying that our indicator series has turned down before every recession.

Next, we identify cyclical phases in the indicator series. These are the upswings and downswings that correspond to, but generally precede, expansions and contractions in the overall economy, as identified by the National Bureau of Economic Research (NBER). Finally, for each month we calculate the probability that the leading indicator series is in cyclical decline, signaling a future recession.

To start the process, the probability of recession is set equal to zero when the economy is at a cyclical trough. In each subsequent month, the recession probability is revised upward or downward (using a statistical formula called Bayes’ rule), depending on how likely it is that the latest yield spread comes from a cyclical down phase. The key point is that knowing the current yield spread is not enough to determine the probability of recession. A low yield spread that is just the most recent of a series of low spreads sends a stronger recession signal than the same low yield spread preceded by a series of high spreads.

Based on our estimates, the probability of recession obtained by applying the Neftçi method to the yield curve rises sharply roughly one year before the onset of NBER contractions. As of August 2005, prior to Katrina, the probability of a recession was only 1.2 percent, so a recession anytime before third quarter 2006 appeared unlikely. October saw a modest further narrowing of the yield spread, raising the probability of recession to 2.4 percent (Chart 3).

An Alternative Approach

The Model. As an alternative to assessing the economic outlook by applying the Neftçi method to the yield spread, we regressed average GDP growth over the next two quarters on a variety of financial indicators and a measure of oil-supply shocks, and calculated the implied probability that growth would turn negative. The chief advantage of the alternative approach is that it allows us to bring to bear a wider range of potentially relevant information. An important disadvantage is that we run the risk of overfitting to recent experience.4

We forecast two-quarter GDP growth rather than one- or four-quarter growth because over the past 50 years there is a one-to-one correspondence between NBER recessions and episodes in which two-quarter GDP growth dips below zero. This correspondence allows us to interpret our negative-growth probabilities...
as recession probabilities similar to those derived using the Neftçi formula.

On the right side of our equation we include the following: (1) the 12-month change in the Standard & Poor’s 500 index, divided by nominal GDP; (2) the three-month change in the junk-bond spread (Merrill Lynch high-yield bond index less Moody’s AAA corporate bond yield); (3) the three-month change in the real Treasury bill rate (the three-month Treasury bill yield less one-year inflation expectations from a survey of professional forecasters); and (4) an oil-supply-shock variable. We tried including lagged values of GDP growth, the slope of the yield curve and the unemployment rate in the equation, but none of these variables proved to add forecasting power, so all were dropped from the analysis. The estimation period starts in first quarter 1986 and includes two episodes of negative two-quarter annualized GDP growth (corresponding to recessions) and two additional episodes during which growth fell below 1 percent.5

Stock-price appreciation reflects investors’ profits-growth expectations and contributes to households’ purchasing power. Movements in the junk-bond spread reflect changes in the financial stress felt by marginal corporate borrowers.6 Changes in real short-term interest rates help capture changes in monetary policy. One would expect future GDP growth to be positively related to stock-price appreciation and negatively related to increases in the junk-bond spread and real three-month Treasury-bill yield. Such is indeed the case in our estimations. (See the box titled “Forecasting GDP Growth.”)

There is no consensus on how best to measure oil-price shocks. There is, however, substantial agreement that oil-price increases have a bigger impact on the economy than oil-price decreases and a suspicion that price increases caused by supply disruptions have a bigger impact than those caused by increases in oil demand.7 In an effort to isolate price changes caused by adverse shifts in supply, the oil-shock variable used here discounts oil-price increases to the extent they are accompanied by increases in U.S. oil consumption. The idea is that shifts in oil demand tend to

Despite Narrowing Yield Spread, Recession Probability Remains Low
(Neftçi formula applied to 10-year minus 1-year spread)
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NOTE: Shaded bar denotes a recession.
SOURCE: Authors’ calculations.

Forecasting GDP Growth

We have three forecasting equations for real GDP growth: one based on financial data for the first month of the quarter, one based on second-month data and one based on third-month data. Financial-indicator coefficients are restricted to be equal across all three equations—a restriction not rejected by the data. Similarly, the total oil-shock effect—but not its timing—is restricted to be the same across equations. Coefficient estimates reported in the table below are obtained using the full sample period, which runs from first quarter 1986 through second quarter 2005. (However, the probabilities displayed in Chart 5 are based on recursive estimates.)

**Coefficient Estimates***

<table>
<thead>
<tr>
<th>Indicator (lag)</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>t statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>3.535</td>
<td>.141</td>
<td>25.076</td>
</tr>
<tr>
<td>ΔStock prices (–2)</td>
<td>25.487</td>
<td>7.136</td>
<td>3.571</td>
</tr>
<tr>
<td>ΔReal short rate (–2)</td>
<td>–.551</td>
<td>.209</td>
<td>–2.635</td>
</tr>
<tr>
<td>ΔJunk-bond spread (–2)</td>
<td>–.715</td>
<td>.131</td>
<td>–5.436</td>
</tr>
</tbody>
</table>

First month:
- Oil Shock (–3): –.008
- Oil Shock (–4): –.019

Second month:
- Oil Shock (–3): –.011
- Oil Shock (–4): –.015

Third month:
- Oil Shock (–3): –.015
- Oil Shock (–4): –.012

**Summary Statistics**

<table>
<thead>
<tr>
<th>First month:</th>
<th>Adj. R² = 0.630</th>
<th>SE = 0.988</th>
<th>SSR = 64.474</th>
</tr>
</thead>
<tbody>
<tr>
<td>Second month:</td>
<td>Adj. R² = 0.638</td>
<td>SE = 0.978</td>
<td>SSR = 62.193</td>
</tr>
<tr>
<td>Third month:</td>
<td>Adj. R² = 0.618</td>
<td>SE = 1.004</td>
<td>SSR = 65.516</td>
</tr>
</tbody>
</table>

* Dummy variables are used to effectively exclude fourth quarter 1990 through second quarter 1991 and third quarter 2001 through first quarter 2002 from the sample. Iraq’s invasion of Kuwait and the 9/11 terrorist attacks had an unforeseeable adverse effect on growth during these periods. Precise definitions of the indicator variables are in the main text.
cause price and quantity to move in the same direction, while shifts in supply cause price and quantity to move in opposite directions. To capture the asymmetry in the economy’s response to oil-supply shocks, only positive values of the resultant series are considered.8

Chart 4 compares our oil-shock variable to a plot of oil-price increases unadjusted for changes in oil consumption. The two series are scaled so their respective means line up with one another. Note how our adjustment enhances the relative size of the 1990 oil-price spike while shrinking the 1987, 1999–2000, 2002–03 and 2004 increases, attributing them partly to increases in U.S. oil demand. In a head-to-head horse race, our oil-shock variable has predictive power for GDP growth, while the unadjusted price-increase series does not.9

The Results. In Chart 5, green bars show periods during which actual two-quarter GDP growth fell below 1 percent (light green) or below 0 percent (dark green). Colored lines, meanwhile, show our forecasting model’s assessment of the probability that GDP growth over the next two quarters would fall below 1 percent (the blue line) or below 0 percent (the red line). Since there is a one-to-one correspondence between NBER recessions and episodes of negative two-quarter GDP growth, the red line can also be thought of as our model’s estimate of the probability of a recession. As of August 2005, the recession probability was only 2.8 percent—well below the levels reached in December 2000 (15.5 percent), July 2002 (16.4 percent) and June 2005 (6.9 percent). A significant “growth recession” was somewhat more likely, with a 15.6 percent probability of GDP growth below 1 percent as of August 2005—down from 23.3 percent in June. Using October data, the probabilities of an outright recession and a growth recession are only 3.8 percent and 21.3 percent, respectively.

Discussion. Although Charts 3 and 5 are currently telling similar stories about the probability of recession, this clearly has not always been the case. In 2000, for example, Chart 3 shows recession chances soaring to near certainty. Chart 5 suggests that the economy was in a weakened condition, vulnerable to an adverse shock, but that outright recession was far from inevitable. (The economy was equally vulnerable in 2002, according to the chart, but experienced only a period of sluggish growth.)

The differences between the charts reflect differences between the underlying models. The yield-curve model behind Chart 3 treats recessions as distinct from expansions, with distinct dynamics. Recessions are triggered by the cumulative effects of financial-market imbalances, signaled by a short-term interest rate that is too high for too long relative to the level of long-term rates. Once these cumulative effects reach a critical level, an economic downturn is all but inevitable. One can question the reliability of the signal and, more deeply, the whole notion of an economic tipping point.

In the forecasting model underlying Chart 5, in contrast, a recession is just a period of unusually slow growth; nothing otherwise distinguishes it from a period of economic expansion. Given this assumption, other variables dominate
the current slope of the yield curve as indicators of the economy’s future strength. It is largely coincidence that those other variables now tell much the same story as the yield curve.

**Cautious Optimism**

Historical links between oil prices, various financial indicators and the real economy suggest that the probability of a recession over the next several quarters is low. Conclusions are basically the same regardless of whether we look at pre- or post-Hurricane Katrina data. This is not to say that Hurricanes Katrina and Rita are unimportant to the economic outlook. Much of the storms’ direct adverse impact will be felt at a shorter horizon than that at which our models are designed to forecast.\(^\text{1}\) In this sense, the storms slip in under the radar screen of our models. And there is no way we can disentangle the storms’ effects from the implications of other economic data released in September.

In any event, the U.S. economy’s dynamic nature makes it difficult to predict its future movements. Changes in technology and in environmental and other regulations constantly alter the way energy prices impact the economy and the way it adapts to shocks of all kinds. The standard disclaimer, that past performance is no guarantee of future results, certainly applies.

—Evan F. Koenig

Keith R. Phillips

Koenig is a senior economist and vice president at the Federal Reserve Bank of Dallas, and Phillips is a senior economist at the Bank’s San Antonio Branch.

**Notes**

Thanks go to Harvey Rosenblum, Alan Viard and Steve Brown for helpful comments and Nicole Ball for research assistance.


\(^3\) Formally, LI(t) = LI(t − 1) + R10(t) − R1(t), where LI(t) is the value of the leading index in period t and R10(t) and R1(t) are the 10- and one-year interest rates, respectively.

\(^4\) Estrella and Mishkin (note 1) question the reliability of multivariate recession-forecasting models partly on these grounds.

\(^5\) The start date is driven partly by the limited availability of comparable junk-bond data. However, it offers several other advantages. First, it excludes the pre-1984 period of highly volatile GDP growth, and so avoids statistical problems associated with shifts in the variance of the forecasting equation’s error term. Second, the sample period is dominated by a single Federal Reserve chairman. This is important because changes in how monetary policy is conducted can alter the empirical links between financial variables and the real economy. Third, oil prices and oil consumption exhibit increased high-frequency volatility following the 1986 oil-price collapse. By excluding pre-1986 data, we needn’t worry about modeling this break in behavior when we construct our oil-shock variable. (See the appendix to this article on the Dallas Fed’s web site, www.dallasfed.org.)

\(^6\) Formally, the oil-shock variable is SHOCK(t) = max{0, ΔQ(t) − 17.5 × ΔO(t)}, where ΔQ(t) is the four-quarter percentage change in the real price of oil less its sample average and where ΔO(t) is the four-quarter percentage change in total U.S. demand for petroleum products less its sample average. The appendix accompanying this article on www.dallasfed.org gives details of the derivation.

\(^7\) We obtain similar results in a head-to-head comparison with an oil-shock variable suggested by Hamilton (note 7), which counts only oil-price increases that are not merely a reversal of recent price declines.

\(^8\) The Congressional Budget Office estimates that the hurricanes will knock between 0.17 and 0.26 percentage points off GDP in the second half of 2005. Then, recovery efforts will boost first-half 2006 GDP by between 0.19 and 0.28 percentage points, relative to baseline.

---

**Cross-Border Shopping Activity**

**A One-Day Conference on the Border Retail Sector**

Friday, January 13, 2006

Holiday Inn Select

77 N.E. Loop 410

San Antonio, Texas

Retailing to Mexican nationals is big business in south Texas. The retail sector has provided many job opportunities to low- and moderate-skill workers and has been an important reason why job growth along the Texas–Mexico border has outperformed most areas of the country since the 1980s. Experts at this conference will discuss the size, drivers and future of border retailing, especially in light of increasing globalization and the threat of terrorism.

Hosted by

Federal Reserve Bank of Dallas, San Antonio and El Paso Branches

Federal Reserve Bank of Chicago, Detroit Branch International Council of Shopping Centers

For more information or to register for this conference, visit our web site at www.dallasfed.org and click on “Events.”
A New Barometer for the Texas Economy

The Federal Reserve Bank of Dallas has introduced the Texas Manufacturing Outlook Survey, a new tool designed to provide insights into current activity and expectations for growth in the state’s manufacturing sector.

The new monthly survey, which launched its premier release November 28, is based on manufacturers’ responses to questions about their Texas operations. It asks about changes in production, capacity utilization, orders, inventories, prices, employees and capital expenditures. Other questions solicit opinions about general business activity.

For all questions, participants are asked whether the indicator has increased, decreased or remained unchanged. Answers cover changes over the previous month and expectations for activity six months into the future.

Chart 1 shows Texas manufacturing output as a percent of the nation as a whole. Not surprisingly, Texas turns out a large share of the country’s petroleum and coal products, reflecting the muscular refining industry. Texas also claims nearly 10 percent of the nation’s output in computer and electronics products and nonmetallic mineral products, such as brick, glass and cement.

Survey Execution and Results

Near the end of each month, the questions for the new manufacturing survey are electronically transmitted to respondents. Answers are collected over a few days. Survey respondents are instructed to exclude the effects of normal seasonal changes.

Texas Manufacturing

The outlook survey focuses on manufacturing because movements in this sector can be particularly useful for understanding changes in the general economy. Swings in business activity are often felt more quickly and more intensely in the manufacturing sector, which tends to be more cyclically sensitive than the total economy.

Texas is important to the nation’s manufacturing. The state produced roughly $98 billion worth of manufactured goods in 2003, about 7 percent of the country’s output. Texas ranks second, behind California, in factory production and first as an exporter of manufactured products.

Texas’ share of the nation’s factory output has been on the rise. A low cost of living, fast-growing workforce and favorable business climate have attracted factories to Texas from other parts of the country. Although both Texas and the United States lost a sizable number of manufacturing jobs during the 2001 recession, Texas manufacturers added workers in 2005 while U.S. factories continued to shed jobs.

Chart 1 shows Texas manufacturing output as a percent of the nation as a whole. Not surprisingly, Texas turns out a large share of the country’s petroleum and coal products, reflecting the muscular refining industry. Texas also claims nearly 10 percent of the nation’s output in computer and electronics products and nonmetallic mineral products, such as brick, glass and cement.
data are gathered, the survey will be statistically tested for the presence of seasonality and corrections will be made as necessary. Survey responses are used to calculate an index for each question. Each index is calculated by subtracting the percentage reporting a decrease from the percentage reporting an increase. When all firms report that activity has increased, an index will register 100. An index will register –100 when all firms report a decrease. An index will be zero when the number of firms reporting an increase or a decrease is equal.

To date, the manufacturing survey’s index for general business activity has been consistently positive (Chart 2). The index for future activity has remained mostly above the index for current activity, suggesting optimism among firms that their business will improve over the next six months.

The index for production has also remained in positive territory (Chart 3). Once again, the production index for future activity continues to be stronger than for current production, suggesting that firms believe output will increase over the next six months. The future production index rose in August and September 2005.

The manufacturing employment index has remained generally positive, although it dipped slightly below zero in October 2004 (Chart 4). This index has been weaker than the other indexes. This is consistent with the general increase in productivity that has been occurring in manufacturing for years, with output increasing at a stronger rate than employment. Echoing the production index, the employment index for future activity rose in August and September 2005, suggesting growing optimism about future manufacturing activity in the state.

Other FRB Indexes

The Texas Manufacturing Outlook Survey is the fifth such survey published by a Federal Reserve Bank. The Philadelphia Fed was the first to introduce a survey, starting in 1968. The Richmond, Kansas City and New York Federal Reserve Districts also publish manufacturing outlook surveys. These indexes have become useful tools that provide
Dallas Fed’s Regional Economic Tool Kit

The Texas Manufacturing Outlook Survey is the newest of a host of regional economic indicators created and maintained by researchers at the Dallas Fed. Unique regional indicators include the following:

- The Dallas Fed improves Texas state and metropolitan employment data by including revisions earlier than the Texas Workforce Commission and Bureau of Labor Statistics.¹
- A sophisticated seasonal adjustment technique developed by the Dallas Fed is applied to Texas state and metropolitan employment.²
- The Dallas Fed Beige Book summarizes anecdotal information about recent economic conditions and trends in the Eleventh District.
- The Texas Industrial Production Index, which has been produced since 1958, measures the output of the manufacturing, mining and utility sectors.³
- The Texas coincident and leading business cycle indexes, designed to measure and predict changes in the state’s business cycle, are available along with their component series.⁴ Coincident business cycle indexes are also available for major metropolitan areas in Texas.
- The Survey of Eleventh District Agricultural Land Values estimates the value per acre of dry, irrigated and ranchland reaching back to mid-1976.

notes

1 More information about this revision process can be found in the article “Getting a Jump on Texas Employment Revisions,” by Franklin D. Berger and Fiona Sigalla, also in this issue.
2 This technique has been adopted by the Bureau of Labor Statistics for use with all state employment series. For more information about Dallas Fed improvements to Texas employment series, see “Reassessing Texas Employment Growth,” by Franklin D. Berger and Keith R. Phillips, Federal Reserve Bank of Dallas Southwest Economy, July/August 1993.

insights into the regional and national economies—a factor in the Dallas Fed’s decision to create its own.

Three recent Federal Reserve Bank studies have found positive results for the ability of their respective Business Outlook Surveys to predict regional economic indicators.⁵ In their article “What Can Regional Manufacturing Surveys Tell Us? Lessons from the Tenth District,” William R. Keeton and Michael Verba report that the Kansas City Federal Reserve District’s employment indexes provide substantial information about current and future growth in district manufacturing employment.⁶ They also suggest that their survey provides valuable information about production, orders and capital spending for which no independent regional data exist in their district.

Matthew Harris, Raymond E. Owens and Pierre-Daniel G. Sarte report that the Richmond Federal Reserve Bank employment index leads changes in manufacturing employment by one quarter and is a timely gauge of movements in personal income in the Richmond Federal Reserve District.⁷

In a parallel result, Timothy Schiller and Michael Trebing report that the Business Outlook Survey Index for the Philadelphia Federal Reserve District is a significant variable in explaining movements in the district’s manufacturing employment.⁸

The Dallas Fed cannot yet make similar claims for its Texas Manufacturing Outlook Survey because there are not sufficient data to seasonally adjust the index or to test its relationship to employment, output or other data. Other Federal Reserve Bank indexes benefit from seasonal adjustment, and the Dallas Fed index will be seasonally adjusted as soon as three years of data are available. At the same time, the Dallas Fed will continue to test the index against key economic measures, with the intent of honing its predictive power.

Survey Availability

The Texas Manufacturing Outlook Survey adds another tool to an already large set of indicators the Dallas Fed has developed to track the Texas economy. (See the box titled “Dallas Fed’s Regional Economic Tool Kit.”) The Bank expects this monthly survey to provide timely indicators for future Texas employment, manufacturing output and personal income, as well as other regional economic variables of interest.

Survey results will be posted each month on the Dallas Fed web site. An electronic mailing list is available to notify recipients each month when new data are released. To subscribe, go to the Dallas Fed web site at www.dallasfed.org and click on “E-mail Alerts” under “Tools.”

—Fiona Sigalla
Franklin D. Berger
Thomas B. Fomby
Keith R. Phillips

Sigalla is an economist and Berger is director of technical support and data analysis in the Research Department of the Federal Reserve Bank of Dallas. Fomby is an economics professor at Southern Methodist University. Phillips is a senior economist at the San Antonio Branch of the Dallas Fed.

Notes

This index could not have been developed without the help of Mine Yücel, Marie Hernandez, Donya Sommier, Stephen Douglass and Matthew Garibaldi. Also helping with production of the survey or this article were Tonya Abna, Jennifer Afflerbach, Richard Alt, Laila Assanie, Suzanne Babb, Anna Berman, Anne Coursey, Elizabeth Delaire, Dianna Etzner, Connie Nevenz, Raghav Virmani and Andrea Willis.

3 Other studies have reported positive results for the predictive power of business outlook surveys and national economic indicators. For example, see “The Predictive Abilities of the New York Fed’s Empire State Manufacturing Survey,” by Richard Deitz and Charles Steindel, Federal Reserve Bank of New York Current Issues in Economics and Finance, Second District Highlights, vol. 11, January 2005.
The Dallas Fed has revised its estimate of Texas job growth over the past year from 1.8 percent to 2.4 percent—an additional 57,000 jobs were added between September 2004 and September 2005.

The Bureau of Labor Statistics (BLS) and Texas Workforce Commission (TWC) are currently reporting 1.5 percent job growth for the September 2004 to September 2005 period, 85,000 fewer jobs than the Dallas Fed’s current estimate. The BLS and TWC are expected to upwardly revise Texas employment growth in March 2006. In the past, the Dallas Fed employment estimates have done a good job of predicting BLS and TWC revisions.

Preliminary payroll employment estimates are based on a sampling of firms known as the Establishment Survey. The BLS, TWC and Dallas Fed use these data to calculate initial job growth estimates for the most recent months.

Another estimate of employment is computed using quarterly filings made by firms reporting the number of employees eligible for unemployment insurance. This estimate, referred to as the Covered Employment and Wages Survey, is much more comprehensive but is available only with a lag of several months.

The BLS and TWC revise initial job growth estimates using the more comprehensive data in March of each year. The Federal Reserve Bank of Dallas re-estimates job growth four times per year, as soon as the more comprehensive data become available. The difference between these employment series can, at times, be substantial.

Chart 1 shows how the early use of these new data has led to a difference between employment data reported by the Federal Reserve Bank of Dallas and data reported by the TWC and BLS.

Dallas Fed employment estimates indicate stronger job growth for most sectors of the economy compared with BLS data over the past year. The largest difference is for the professional and business services sector, where the Dallas Fed is reporting 34,200 more jobs than current BLS estimates (Chart 2).

The revised data also show sizable increases in employment estimates for most major metropolitan areas. For example, Dallas Fed estimates suggest that San Antonio job growth has increased nearly a full percentage point more than indicated in data that do not include the

(Continued on back page)
In recent years, much of the talk in Central America’s business communities has revolved around competition with China in the garment trade. In the early 1990s, Chinese apparel exports to the United States were more than twice those of the countries that would become part of the Central American Free Trade Agreement (DR-CAFTA)—Costa Rica, the Dominican Republic, Guatemala, Honduras, Nicaragua and El Salvador. By 1994, these countries had begun to capture U.S. apparel market share from China and, by 1998, had overtaken China.

The DR-CAFTA countries’ competitive advantages included trade openings with the U.S. that China did not share. The U.S. has encouraged the apparel industry in Central America and the Caribbean islands through trade arrangements in the Caribbean Basin Initiative (1985) and related acts and agreements in 2000 and 2002. However, China’s 2001 entry into the World Trade Organization increased its competitive opportunities in textiles and apparel. The following year, China’s U.S. apparel sales pushed past DR-CAFTA’s.

The competition remains intense. China’s apparel production costs are only 75 percent of Nicaragua’s and 62 percent of Guatemala’s. But the average time required for transporting textiles and apparel to the U.S. from DR-CAFTA countries is less than one-third China’s. Overall, the average turnaround between receipt of an order and delivery to the U.S. is about four weeks for DR-CAFTA nations and 10 weeks for China.1

Although the DR-CAFTA countries are going head to head with China in economic competition, there is reason to think that China may seek ways to buy their diplomatic cooperation. China has been devoting considerable effort to economic diplomacy in Latin America. In 2004, President Hu Jintao visited Argentina, Brazil, Chile and Cuba. China’s vice president, Zeng Qinghong, visited Mexico, Venezuela and Peru. Chinese investment projects in those countries were announced in conjunction with the visits. These investments seem designed largely to create stable supply sources to China and to allow Chinese firms to profit on the supply end. Many of the announced investment plans involve raw materials production, metal smelting and transportation infrastructure. Another Chinese initiative appears to be textile investments in Mexico—another significant, though waning, apparel exporter to the U.S.

China’s investments in Latin America have been small by U.S. standards. But in Brazil alone, some 50 Chinese firms have already directly invested. In 2004, 46 percent of total Chinese foreign direct investment went to Latin American and Caribbean countries. The new projects are said to be dominated by the Chinese equivalents of Japanese keiretsu—large business conglomerates with strong government ties.

China’s Latin American diplomatic forays and investments may well have political implications for its future involvement in Central America. It is no secret that China wants Latin American nations to break their diplomatic ties with Taiwan. Twelve of the 25 nations that still recognize Taiwan are in Latin America and the Caribbean. Six of the 12 are in DR-CAFTA.

In some countries, China has already announced investment and aid plans substantially larger than Taiwan’s. Last year, Taiwanese newspapers complained that the new prime minister of the Caribbean island country of Dominica asked Taiwan for $58 million in aid and then accepted a package from China for double that amount. In response, Dominica dropped its diplomatic recognition of Taiwan. The Taiwanese argue that China’s financial program for Dominica is part of an ongoing attempt to discredit Taiwan’s unusually independence-focused president, Chen Shui-bian. Since Chen took office in 2000, not only Dominica but also Macedonia, Nauru, Liberia and Grenada have all dropped diplomatic recognition of Taiwan.

Taiwan’s ties to the DR-CAFTA countries include announcements of investment plans in Guatemala and other DR-CAFTA countries. Not to be outdone by Chinese diplomacy, Taiwan’s Chen made a 12-day tour of Central American and Caribbean countries in September. Taiwanese Vice President Annette Lu also made a diplomatic tour of Central America.

But President Chen’s term of office ends in 2008, leaving plenty of time for more Chinese diplomatic efforts at reducing world support for Taiwan during his administration. It would not be surprising to see China attempt to make the DR-CAFTA countries adopt its political perspective. There are already reports that China plans textile investments in Central America.

The DR-CAFTA accord includes duty-free benefits on fibers, fabrics, yarns and apparel made in member countries, giving DR-CAFTA countries an advantage over China in selling to the U.S. The tariff savings might offset some of China’s lower production costs. Coupled with these factors, political incentives might be more reason for Chinese textile operations in Central America.

It is conceivable that the Chinese might realize a price advantage from the region’s “spaghetti bowl” of free trade agreements, perhaps by producing textiles in Mexico for manufacture into apparel in Central America. This, however, ignores the Taiwan issue. Investments, whether in textiles or other industries, could turn up as carrots for DR-CAFTA countries that consider playing the mainland China side of the street.

—William C. Gruben

Gruben is director of the Center for Latin American Economics and a vice president of the Federal Reserve Bank of Dallas.

Note
1 The Emergence of China: Opportunities and Challenges for Latin America and the Caribbean, edited by Robert Devlin, Antoni Estevadeordal and Andres Rodriguez, Inter-American Development Bank, 2005.
Hurricanes Katrina and Rita roiled economic activity and statistics, but aside from these unprecedented events, the Texas expansion has strengthened in recent months.

Storm evacuees stimulated the real estate market, particularly for apartments, and boosted demand for many goods and services. Oil production and refining activity was severely disrupted, but demand for energy products remains strong and repairs to industry infrastructure are under way. The extent and duration of the hurricanes’ effect are still uncertain.

September’s new claims for unemployment insurance jumped as a result of the hurricane disruptions. The Texas unemployment rate also increased sharply in September but was subsequently revised to a mild rise. While these effects are expected to be largely temporary, they are dampening growth in the Texas Coincident Index and have contributed to a decline in the Texas Leading Index.

The hurricanes also contributed to a sharp hike in the price of many goods and services, particularly energy, petrochemicals and some construction products. Business contacts interviewed for the October Beige Book expressed increased uncertainty about the outlook for economic activity, mostly because of higher energy prices. Contacts interviewed for the November Beige Book continue to be cautious but have become more optimistic.

The Texas expansion has strengthened in recent months, in part because of growth of construction activity. In recent years, Texas’ construction sector has been slower than the rest of the country’s. But construction employment has picked up in 2005, boosted by strong apartment building and a recent surge in home building.

Employment growth has remained solidly in positive territory this year. Job growth is typically stronger in Texas than in the rest of the country, but after 2000 it had grown at about the same pace. The Texas economy is now more likely to be an asset to U.S. economic growth, albeit not at the magnitude it was over the past couple of decades.

—Fiona Sigalla
Getting a Jump on Texas Employment Revisions

(Continued from page 17)

The Dallas Fed’s Texas payroll employment estimates are updated monthly and posted on the Dallas Fed web site, www.dallasfed.org, in the Regional Data section. Selected data are also published in Southwest Economy.

—Franklin D. Berger
Fiona Sigalla

Berger is director of technical support and data analysis and Sigalla is an economist in the Research Department of the Federal Reserve Bank of Dallas.

Note

In mid-October, new data from the Covered Employment and Wages Survey were released for second quarter 2005. Data were revised for first quarter 2005. The Dallas Fed also improves the quality of its employment data estimates by using a sophisticated seasonal adjustment technique. For more information about both of these statistical adjustments, see “Reassessing Texas Employment Growth,” by Franklin D. Berger and Keith R. Phillips, Federal Reserve Bank of Dallas Southwest Economy, July/August 1993 (www.dallasfed.org/research/swe/1993/swe9304a.pdf).
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